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The dynamics of transverse modes of vertical-cavity surface-emitting lasers were simulated by use of a model
that incorporates microscopically computed gain and refractive index with many-body effects. The model
equations were solved by finite-difference methods in two-dimensional space and time domains without any
a priori assumptions of symmetry of solutions or types and number of modes. Simulation was carried out for
devices with and without index guiding at various pumping levels. We show that index-guided vertical-cavity
surface-emitting lasers involve more transverse modes than purely gain-guided devices at the same pumping
level. Both time-resolved and time-averaged near-field patterns over several time scales are investigated.
Complicated spatial and temporal dynamic behaviors occur at higher pumping levels that include azimuthal
rotating waves and intensity oscillations owing to dynamic competition between modes of the same order and
those of different orders. © 1999 Optical Society of America [S0740-3224(99)00311-2]
OCIS codes: 250.7260, 140.5960, 140.2020, 250.0250, 140.0140.

1. INTRODUCTION

Vertical-cavity surface-emitting lasers (VCSEL's) are be-
coming increasingly important for an ever-widening
range of applications that range from optical intercon-
nects, optical storage, and CD reading—writing systems to
various medical diagnostics. More new applications
emerge continually as new wavelength VCSEL's become
available and their performance improves.»? Beam qual-
ity or transverse-mode behavior is very important for
many of current and potential applications. As a result,
the issue of transverse modes of VCSEL's has received ex-
tensive attention and is still a topic for active
experimental®™® and theoretical®®° investigations.
More specifically, transverse modes of VCSEL's are im-
portant for (1) high-power VCSEL's, for which multiple
transverse modes occur as the result of a large transverse
area,®'81% high pumping, or both, (2) multimode fiber
data links,1®!! for which it was shown that multimode
VCSEL's lead to reduced modal noise, (3) modulated
VCSEL'’s for which multiple transverse modes affect the
modulation bandwidth or lead to a double-peaked
response,*~8 (4) feedback from the application interfaces,
for which multiple transverse modes are shown to lead to
distance-dependent coupling efficiency,'® and (5) applica-
tions in which selected transverse modes are desired or
engineering of certain near or far-field patterns is
necessary.*®1°

Experimentally, multiple transverse modes have been
analyzed in various ways, including spectrally resolved
near-field measurement, 38131435 polarization-resolved
near-field measurements,®3 and spatially and spectrally
resolved spontaneous emission near-field,® and time-
resolved near-field imaging.!’ One additional new
method is scanning near-field optical microscopy, which
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permits spatially resolved spectroscopic measurements
to be made.'®'” Such spatially resolved spectra can be
used to reconstruct transverse-mode patterns according
to the spectral content of each mode for a given pumping.
VCSEL emissions at the output facets'® and along the
VCSEL cavity!’” have been measured by this method. As
a result of such detailed experiments, quite extensive ex-
perimental data have been accumulated, and many inter-
esting phenomena have been observed.

Theoretically or in terms of numerical simulation, re-
search activities carried out until now can be character-
ized as follows: First, many simulations have computed
passive and static transverse modes?®=3* for vector or sca-
lar fields. Such simulations often treat VCSEL struc-
tures in the plane of or vertical to semiconductor layers,
including oxidation layers and mirror stacks, in great de-
tail. This type of simulation is helpful for predicting pos-
sible mode structures and for determining threshold and
mode spacing of the transverse modes. The disadvan-
tage of such an approach is also obvious: Because the
models are passive and static, meaning that self-
consistent couplings to the gain material and time evolu-
tion of transverse modes are not included, the models can-
not predict spatial hole-burning effects and dynamic
mode competition when multiple modes are involved.
The second type of approach includes self-consistent cou-
plings between optical fields and gain media.?>?> Time
evolution of both material and laser field variables is also
considered. The advantages of the second approach com-
pared with the first one is obvious. The disadvantage is
that it usually requires a determination of the number
and type of modes a priori. Usually lower orders of the
Gauss—Hermite (for rectangular VCSEL's) or Gauss—
Laguerre (for circular VCSEL's) modes are chosen. Of-
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ten in such simulations only a few modes and those with
azimuthal symmetry are chosen for the sake of simplicity.
Inasmuch as a transverse definition of gain- or index-
guided VCSEL's is far from that of a typical ideal wave-
guide, the modes obtained under ideal boundary condi-
tions should be used with caution, especially when only a
few modes are used. Another related issue in this ap-
proach is the treatment of the beating terms in the
carrier-density equation that result from mode decompo-
sitions. To the best of our knowledge, all the papers
mentioned above ignore the temporal and spatial beating
terms. Although an argument can be made to support
neglecting spatial beating terms because of long carrier
diffusion length, temporal beating should be carefully ex-
amined, especially for those modes that are not far apart
in the frequency domain.

Another crucial element in modeling any semiconduc-
tor laser is the treatment of the gain medium. In most of
the current works, gain and refractive index have been
treated by a linear gain coefficient and by the so-called al-
pha factor.*®*!  As was pointed out elsewhere,*?*? there
are several limitations to such an approach. These in-
clude the neglect of the nonlinear carrier density depen-
dence and of the wavelength dependence of gain and re-
fractive index. To describe broad-area lasers and lasers
with many longitudinal or transverse modes for which
carrier-density and wavelength dependence of the gain is
important, a set of equations, called effective Bloch equa-
tions (EBE’s), was derived.*? This set of equations has
been applied to simulation of broad-area edge-emitting
lasers**~*’ and recently to VCSEL's.3":38

In this paper we attempt to overcome some of the short-
comings of the VCSEL modeling and simulations men-
tioned above. We apply the EBE's** to VCSEL's by pro-
jecting out the longitudinal mode and keeping only the
transverse space dependence. The approach that we de-
scribe here is similar in spirit to that of Ref. 37 in which
plasma heating and thermal effects were also included
but many-body effects were not considered. The result-
ant partial differential equations are solved directly by
finite-difference methods in two-dimensional (2D) space
and time domains. The outline of this paper is as fol-
lows: In Section 2 we present the basic equations and de-
scribe the gain materials and the gain model. In Section
3 we present the results of our numerical simulation and
consider devices of different sizes, with and without index
guiding. We compare the cases with and without index
guiding to study the effects of index guiding. Both time-
resolved and time-averaged near-field patterns are stud-
ied. We then conclude this paper by summarizing the
main results and making some remarks.

2. BASIC EQUATIONS

The model that we use in this paper is the EBE’s,*? which
are constructed from the microscopic theory*® with many-
body effects included. This model was used recently for
investigation of the transverse-mode dynamics of high-
power broad-area lasers and lasers with integrated
amplifiers. 3743464749 The details of the construction and
limitation of this model have been extensively discussed
elsewhere.*?434%  Tg apply this model to VCSEL's, we no-
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tice that VCSEL's have short and high-finesse cavities
that define sharp and well-separated longitudinal-mode
resonances. This fact allows us to project the spatial de-
pendence of the laser field along the propagation direction
and to introduce a longitudinal confinement factor (de-
noted I in what follows), as was also done previously.3%%°
The resulting EBE'’s for VCSEL's can be written as fol-
lows:
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where Py = €gepxo(N)E.

The variables and parameters are defined as follows:
E is the slowly varying complex amplitude of the laser
field, and N is the 2D carrier density. P, and P, are com-
plex polarizations of the semiconductor medium induced
by the laser field. ny and n,, are the group and the phase
refractive indices of the unexcited semiconductor. c is
the speed of light, and ¢, is the dielectric constant, both
for vacuum. K = 2wn,/\ is the optical wave vector in
the medium, where X\ is the wavelength. v, is the carrier
decay rate. « is the loss that is due to cavity transmis-
sion and background absorption; it is related to the corre-
sponding decay rate k through « = &ng/c. The value of
'k is taken as 0.52/ps in this paper. V, represents spatial
derivatives with respect to x and y, which are transverse
to the propagation direction. &, is the detuning between
the reference and the bandgap frequencies. The diffu-
sion constant is taken as Dy = 20 cm?/s, and the carrier
decay constant is assumed to have a value of 1 ns™'.
Cavity length L is one half of the wavelength. én(x,y)
in the third term in Eq. (1) defines the index confinement
profile, which can represent any engineered index con-
finements, such as those that are due to oxidation. The
gain confinement is represented by the space-dependent
current profile J(x, y).

We note that there are a few coefficients in Eq. (2), such
asI'y, 81, A, and xo = xo' + ixo”. These are carrier-
density dependent. As can easily be seen from Eq. (2),
the first three parameters define a Lorentzian-type oscil-
lator. The strength A;, the width I';, and the resonance
frequency &, from the reference frequency determine the
gain bandwidth and the gain change with carrier density.
The density dependence of these parameters makes the
set of equations different from the standard two-level
Bloch equations.
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Fig. 1. Real and imaginary parts of optical susceptibility (x) for

three carrier densities computed from the microscopic theory

(dashed curves) and fitted with the effective Lorentzian param-
eters (solid curves). QW, quantum well.

For a given quantum-well structure, a first-principle
theory calculation is carried out with a detailed model
that includes all the important many-body effects, such as
bandgap renormalization, Coulomb enhancement, and
the line shape of optical transitions. The line shape is
treated with detailed scattering terms at the second order
of Coulomb potential #5153 Such treatment of the scat-
tering terms has been shown to be important in producing
the correct gain shape.*®51=%3  As we have pointed out in
the past, the significant aspects of this model its the ca-
pability to include the carrier-density dependence of gain
and refractive index through those Lorentzian param-
eters and the wavelength dependence of gain through
time evolution of an effective polarization P,;. The wave-
length dependence of optical gain has been ignored in la-
ser modeling, with only a few exceptions.>* We point out
that this dependence is quite important for multiple-
transverse-mode operation, because the mode space is in
the range from tens to hundreds of gigahertz,® as we shall
also see in what follows. Another interesting case for
which the wavelength dependence of optical gain is im-
portant is that of VCSEL arrays with engineered multiple
wavelengths,®*® for which the wavelength spans more
than 20 nm. The gain difference across such a large fre-
quency range is obviously significant in determining the
outcome of the mode competition.

In this paper we consider an active region consisting of
four Ing 17,Gag gsAs/GaAs quantum wells, each 9 nm thick.
Figure 1 shows the spectra of gain and refractive index
for this structure at three excitation levels computed from
the microscopic theory (dashed curves). The solid curves
represent Lorentzian fittings. The fittings determine the
five density-dependent Lorentzian coefficients. Once
these coefficients are determined, the heterostructure and
band-structure information of a given laser is then con-
tained in the EBE’s. Numerical solution of these EBE'’s
will allow us to simulate and predict laser output, using
the accurate information of the quantum structure and
material compositions.
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3. NUMERICAL RESULTS

Instead of making mode decomposition, we solve the
EBE's by finite-difference methods in space and time do-
mains directly. In our simulation we use 101 grid points
in both the x and the y directions over a square computa-
tion domain of 30 um. Use of this computation domain
ensures that the field practically vanishes at the bound-
ary of the computation domain for the devices sizes that
we consider in this paper. In the simulations described
in what follows, we consider gain-guided VCSEL's and
gain- and index-guided VCSEL'’s. Gain guiding is deter-
mined by the pumping profiles or the current contact.
We have considered two contact shapes in our simulation:
disk and ring shapes: All these profiles are shown in Fig.
2 for a device 15 um in diameter. Note also that we use
smoothed edges for all index or current profiles, instead of
sharp edges, to mimic the carrier diffusions at the edges
or oxidation profiles. The smoothness of these edges will
also affect device performance and is one aspect of device
engineering. In this paper, the values of pumping cur-
rent and guiding refractive index refer to their values in
the flat region (maximum value) in Fig. 2. For pumping
current we use J, = 1 kA/cm? as the measuring unit.

A. Dynamics of Gain-Guided Device

The first device of our simulation is one with a circular
active region 7.5 um in diameter without additional index
guiding [én(x,y) = 0]. The threshold of this device is
near J = 0.6J,. Immediately above threshold the VC-
SEL shows a stable fundamental mode. When the pump-
ing current increases to 0.7J, the device becomes un-
stable. Snapshots of near-field patterns are shown in
Fig. 3 for this pumping level. Figures 3a—3d show four
different orientations of the first-order modes. Because
of the cylindrical symmetry?® of the device, all orienta-
tions are in principle possible. We have indeed seen over
a time interval of a few nanoseconds different orienta-
tions of this first-order mode. Figures 3e—3h show the
single peak located at different sites in the device. From
the animation of the near-field evolution we see that the
device shows two types of motion: a rotating-wave type
of motion involving two peak patterns and an antiphase
type of competition between the two peaks. Figures
3e—3h actually show those moments in time when one of
the two peaks disappears and the other peak reaches its
maximum intensity. This competition results in an-
tiphase oscillation of the two peaks at one given orienta-
tion. After a few cycles of such oscillations, the system

|
current profile,J(x,y), (ring)

| ) -— - 1 1
| |
e L

/urrent profile, J(x,y),(disk

7~ index profile,dn(x,y) "\
0 10 20 30
XY (um)
Fig. 2. Index confinement and pumping current profiles (gain
guidings) for disk- and ring-shaped contacts.
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Fig. 3. Snapshots of the near-field patterns at eight different
moments for a gain-guided VCSEL 7.5 um in diameter at J
= 0.7J,.

rotates to another orientation and performs the antiphase
oscillations there. The mechanism behind such dynam-
ics is the mode beating between the zeroth- and the first-
order modes, which results in fast intensity oscillations,
and between the first-order modes of different orienta-
tions, which induces the rotating waves.

To look at such dynamic behavior from a complimen-
tary perspective, we record the time evolution of the local
field at five different positions in the transverse plane.
The locations are shown in the inset at the top of Fig. 4
and are denoted t (top), b (bottom), r (right), | (left), and c
(center). The corresponding time series are shown in the
three parts of the figure. We also take a spatial average
signal, which is denoted by the letter a. We see that time
series at all five locations and the average all show basi-
cally similar types of oscillation, with gross features
showing fast and slow oscillation. These two oscillations
are more visible in the average signal. Another feature
is that there are time windows where top and bottom sig-
nals (or right and left signals) show antiphase oscilla-
tions, as can be seen clearly from the middle set of curves
row and from the right-hand part of the bottom set of
curves. This behavior corresponds to the fast intensity
alternations of the two peaks at a given orientation, as we
mentioned above.

The power spectra for those local fields are shown in
Fig. 5. We see that all six data sets show similar spectra,
with some differences in the fine features. The second
group of peaks appears near 90 GHz, which is the fre-
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quency splitting between the zeroth- and first-order
modes, and this shows that the two peak oscillations in-
volve the beating of the zeroth- and first-order modes.
We also see such involvement of the zeroth-order mode in
the animation of the time evolution. The spatially re-
solved spectra provide a useful way to compare simula-
tion results with experimental measurements when di-
rect spatially resolved spectral-domain measurements
have already been carried out for VCSEL's.*® We intend
to attempt a detailed comparison in the future.

When the pumping is further increased to 1.53,, the
near-field patterns become more complicated. Figure 6
shows snapshots of the near-field evolution at this pump-
ing level. We still see mainly zeroth- and first-order
modes. But now the first-order modes becomes severely
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Fig. 4. Time evolution of the local field for the gain-guided

7.5-um VCSEL at J = 0.7J,. The five locations are indicated
in the inset.
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Fig. 5. Power spectra for the local fields and the average field
presented in Fig. 4.
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Fig. 6. Snapshots of the near-field patterns at nine moments for
a gain-guided VCSEL 7.5 um in diameter at J = 1.5J,.

distorted. The component of zeroth-order mode (one cen-
ter spot) is stronger, as indicated in Figs. 6g—6i. This
means stronger competition between modes of the the two
orders, with each of them modified by the other. As are-
sult, all the two-peak patterns (Figs. 6a—6f) are different
from the pure TEMy,/TEM;q modes. Here again as in
the previous case, the dominant feature is the rotating-
wave motions and oscillations of peak heights. However,
the two types of motion now alternate more irregularly.
The more remarkable differences from the previous case
are shown in Fig. 7, where time series [Fig. 7(a)] and spec-
tra [Fig. 7(b)] of the averaged and center signals are plot-
ted. Time series a and c¢ are both apparently chaotic.
The spectra are indeed a quasi-continuum, indicating
that the signals are indeed chaotic. The fact that only a
few lower-order modes are involved in this temporal
chaos is due to the small device size and the relatively
large mode spacings.

B. Effects of Index Guiding

We now add index guiding to the device of the last sub-
section. The index profile én(x, y) is zero within the ac-
tive region and smoothly ramped down to —0.05. Thus
the maximum index step is 0.05. This number corre-
sponds to a modal index change introduced by an oxida-
tion layer outside the active region.’® Figure 8 shows
snapshots of the near field at 3 = 0.7J,, the same level
as in Figs. 3-5. In Fig. 8 we see that two- (Figs. 8a—8c),
three- (Figs. 8d-8i), and four-peak (Figs. 3j—3l) patterns
are all evident, including different orientations of two-
and three-peak patterns. Figure 9 shows the time evolu-
tion of the local field at the five locations mentioned above
and of the average field. First, we notice that the aver-
age field is much more regular than those of the other five
data sets, with a quite regular slow oscillation superim-
posed upon a fast oscillation of tiny amplitude. Second,
we see that the larger-amplitude oscillations of the top
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and bottom (or right and left) data sets are in antiphase.
These two features are both due to the better phase rela-
tionships between the transverse modes with index guid-
ing than without. As a result of good phase relations, the
destructive interference of different transverse modes
leads to a simple, regular oscillation of the average field.
This understanding is also supported by the spectral data
shown in Fig. 10. We see that the left and right (or top
and bottom) data sets have the same spectral compo-
nents, whereas the average field has only one frequency

Intensity (Arb. Unit)

236 237 238 239

Spectrum (Arb. Unit)
o

0 50 100 150 200 250 300 350 400 450 500
Frequency (GHz)

Fig. 7. (a) Time evolution and (b) power spectra for the local
fields and the average field presented in Fig. 6.

Fig. 8. Snapshots of the near-field patterns at 12 different mo-
ments for a gain- and index-guided VCSEL 7.5 um in diameter at
J =0.7d,.
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Fig. 10. Power spectra for the local fields and the average field
presented in Fig. 9. Note that top and bottom (or left and right)
signals have the same spectra.

component at 20 GHz, which corresponds to the slow os-
cillation in the top figure of Fig. 9. This lower frequency
at 20 GHz appears also in the case without index guiding.
This frequency and all lower ones are due to relaxation
oscillation and due to beatings of the modes at the same
order, which would be degenerate for the empty cavity
with ideal boundary conditions. We also see from the
power spectra that there are two groups of peak frequen-
cies, near 120 and 250 GHz, which indicates that all those
patterns belong to modes of up to second order. The time
series and spectra shown here should be compared with
those in Figs. 4 and 5, where all six data sets show similar
behavior in time and frequency domain.

Figure 11 shows snapshots of the field at J = 1.5J,,
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the same value as in the second case of Subsection 3.A.
We see that higher-order modes of as many as seven
peaks occur. This case should be compared with the case
without index guiding, for which only a maximum of two
peaks are visible. The time evolution of the local field in
this case is quite irregular and will not be shown and dis-
cussed further.

Comparing the cases with and without index guiding,
we see that more transverse modes are excited at the
same level of pumping because of the introduction of in-
dex guiding. This result seems to be rather counterintui-
tive at first. Because the transverse cavity is better de-
fined (or the cavity appears smaller) than in the case
without index guiding, one would expect the eigenmodes
of the Helmholtz equation to be more densely spaced
without index guiding. As a consequence, it should be
easier to excite more modes than with index guiding.
The answer lies in the modal gain of different modes de-
termined by the overlap integral of different mode func-
tions with carrier density profiles. It has been shown®’
that the threshold gain difference of different modes with
index guiding is smaller than without index guiding.
This explains why more modes are seen with index guid-
ing.

C. Time-Averaged Near Field

In the experiments that employ direct time-domain near-
field measurements®!! it is virtually impossible to detect
the time evolution of the near field to resolve the multi-
mode beating frequencies. Rather, the average near-field
patterns are imaged over a period of time that depends on
the particular setup. To make the connection with such
measurements we consider time-averaged near-field pat-
terns. We choose two time intervals, over which aver-
ages are made: 0.138 and 1.38 ns. Figure 12 shows av-
erage near-field patterns for the 7.5-um device at
pumping J = 0.7J, with (Figs. 12a-12d) and without
(Figs. 12e and 12f) index guiding, the same cases consid-

Fig. 11. Snapshots of the near-field patterns at different mo-
ments for the gain- and index-guided VCSEL 7.5 um in diameter
atJ = 1.5J,.
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Fig. 12. Time-averaged near-field patterns with (a—d) and with-
out (e and f) index guidingatJ = 0.7J,. c,d,f, 3D profiles. b,
d, Averaged over 0.138 ns; a, ¢, averaged over 1.38 ns.

ered in Subsections 3.A and 3.B. Figures 12a and 12c
show the 2D contour and the three-dimensional (3D) pro-
file, respectively, of the near field averaged over 1.38 ns.
We can see an almost perfect ring structure in both im-
ages. This structure is steady over a time scale of nano-
seconds. Figures 12b and 12d shows the 2D contour and
3D profile averaged over 0.138 ns. We see there are some
features superimposed upon a ring structure. Such fea-
tures rotate on a time scale of a fraction of a nanosecond.
On the other hand, the average near field without index
guiding shows much different patterns, as shown in Figs.
12e and 12f. The average field displays a pattern close to
the fundamental mode for both averages over 0.138 ns
(Figs. 12e and 12f) and over 1.38 ns (not shown).

When the pump is increased to 1.5J,, the time-
averaged near field over 0.138 ns shows a dynamic evolu-
tion that involves both zeroth- and first-order modes for
the case without index guiding. This can be seen from
Figs. 13a—-13c, where the time-averaged field for three
successive 0.138-ns time windows is shown. Figure 13d
shows the time-averaged field over 1.38 ns, which is close
to zeroth-order mode. When the index guiding is
switched on, the time-averaged field becomes different
from that of Fig. 13. Figures 14a and 14b show the time-
averaged fields in this case over 0.138 and 1.38 ns, respec-
tively. We see a two-ring (a stronger outer ring and a
much weaker inner ring) pattern with features superim-
posed upon both rings. This pattern is still not stable on
this time scale, and it rotates from one time window to the
next. The two-ring structure becomes much more appar-
ent for the average field over 1.38 ns as can be seen from
Fig. 14b.
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Comparing the time-averaged near field over different
time scales with the time-dependent dynamic near field
as described in Subsections 3.A and 3.B, we note that the
type of pattern that we see depends strongly on the speed
of the imaging system used in a particular experiment.
Take, for example, the case of an index-guided device at a
pumping level of 3 = 1.5J; the detailed time evolution
shows the complicated, high-order mode competition
shown in Fig. 11, whereas quite different patterns are
seen for the averaged field over 0.138 ns (Fig. 14a) and for
that over 1.38 ns (Fig. 14b). If an imaging system with
nanosecond response time were used to study this device,
only a ring pattern would be detected, and it might be
mistaken as one of the azimuthally symmetrical eigen-
modes of a cylindrical cavity. The case without index
guiding is also interesting. We see that at a pumping
level of J = 1.5J, the spatially averaged field and all the
local fields at different locations show temporal chaos, as
evidenced by the time evolution (Fig. 7a) and the power
spectra (Fig. 7b). But the time-averaged near-field pat-
tern over 1.38 ns is almost exactly the same as the pat-
tern at a pumping level of 3 = 0.73,. We therefore rec-
ommend that caution be exercised when connection is
made between the near-field image patterns and the pure
modes of the Helmholtz equations. In this respect, we
believe that the spatially resolved scanning near-field mi-
croscopy spectra provide more-detailed information than
the near-field images, and the former should be used to
compare with space—time-resolved simulation results.

Fig. 13. Time-averaged near field at J = 1.5J, without index
guiding. a-c, Averaged over 0.138 ns; d, averaged over 1.38 ns.

Fig. 14. 3D profiles of the time-averaged near field at J
= 1.5J, with index guiding; a and b are averaged over 0.138
and 1.38 ns; respectively.
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Fig. 15. 3D profiles of the near field for a 15-um device with in-
dex guiding averaged over 1.38 ns. The pumping currents are
(from a to h) 0.3, 0.4, 0.5, 0.6, 0.7, 1.0, 1.25, and 1.5 times J,.

Until now we have dealt with quite small devices, 7.5
pum in diameter. More-complex spatial modes can be
seen in larger devices. Figure 15 shows examples of a de-
vice 15 um in diameter with same index-guiding step of
0.05 as in the previous index-guided devices. The de-
tailed time evolution of the field is rather complicated.
We focus instead on the long time average of the near
field as the pumping current increases. Immediately
above threshold, the near field exhibits a stable funda-
mental mode (not shown). When the pumping is above
0.3J,, the device starts showing a dynamic behavior.
When the pumping is averaged over 1.38 ns, interesting
patterns occur. Figure 15a shows a ring pattern at
0.3Jy. When the pumping is increased to 0.43, (Fig.
15b), a second ring appears. This is followed by the ap-
pearance of four peaks along the inner ring and a dot in
the center at 0.5J, (Fig. 15¢). With a further increase of
pumping to 0.6J, (Fig. 15d), the second ring becomes
more nearly perfect and the peak at the center becomes
stronger. The darker ring around the center peak in Fig.
15d becomes two dips at pumping level J = 0.7J, (Fig.
15e). Figure 15f shows the pattern at a higher pumping
level of J = J,, where we see four peaks surrounded by
two rings. This feature becomes more visible with a fur-
ther increase of pumping at J = 1.25J, (Fig. 15g). At
pumping of 1.5J, (Fig. 15h), we see features along four
different radii, two outer radii that show perfect rings and
two inner ones that both show four peaks but rotated 90
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deg relative to one and other. It is quite interesting to
note that, although the complicated dynamic competition
that occurs involves many transverse modes and the cor-
responding temporal evolution is highly chaotic, the aver-
age near field shows the quite regular spatial patterns of
Fig. 15.

D. Mode Dynamics in a Ring VCSEL

One of the advantages of VCSEL's is the relative ease of
engineering beam shapes through current profiling be-
cause of their unique vertical-cavity configuration. Ex-
periments have been carried out to design ring structures
to select higher-order transverse modes.*®*° The flexibil-
ity of our simulation code allows us to simulate such ring
shapes easily. Here we consider a ring structure with
D, = 7 umand D, = 15 um (see Fig. 2). The structure
is, in addition, index guided by use of the same index pro-
file as shown in Fig. 2. Figures 16a—16e shows snap-
shots of the near field for a pumping of J = 0.3J,. The
device is slightly above threshold at this pumping level.
This ring structure does not seem to have a stable solu-
tion. From animation, we see that the near field shows
two types of motion. The rotating-wave motion of the
eight-peak pattern and the intensity oscillation involves
dynamic competition between the eight-peak pattern and
a true ring pattern. The eight-peak pattern typically ro-
tates in one direction when the ring pattern is negligibly
small. When the ring pattern reaches its maximum and
starts to decay, the eight-peak pattern will then change
its sense of rotation. Such rotation of the eight-peak pat-
tern, dynamic competition between eight-peak and ring
patterns, and rotation reversal persist indefinitely. Fig-
ures 16a and 16b show different stages of the rotation.

Fig. 16. Contour images of the near field (a—e, snapshots; f,
time averaged over 1.38 ns) of a ring VCSEL. Consult text for
parameters.
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The difference between the two in the brightness of the
peaks and of the areas between the peaks indicates the
different relative intensities of the ring and the eight-
peak patterns at different moments. Figures 16¢c and
16d show different orientations of the eight-peak pattern
when the ring pattern is very small. In fact, the ring pat-
tern has almost completely disappeared in Fig. 16d,
where we see that peaks are very well separated. In Fig.
16e, both the ring and the eight-peak patterns reach their
maxima, giving a pattern with almost equal amount of
each. Figure 16f shows a time average of the near field
over 1.38 ns. An almost perfect ring pattern appears, but
the eight-peak pattern is still visible. Such multiple
peaks, equally spaced along a ring, would be an interest-
ing beam pattern for certain applications, but apparently
it is difficult to stabilize them. We are still working on
the stabilization of such patterns. On a nanosecond
scale, this device provides an almost perfect ring pattern.

4. CONCLUSIONS

We have demonstrated how it is possible to incorporate
many-body effects into space—time-domain modeling and
simulation of VCSEL'’s. In principle, one could attempt
to solve directly in the space—time domain the partial dif-
ferential equation version of the semiconductor Bloch
equations®® with all the many-body terms. But such an
approach would be too computationally expensive, as was
commented on in detail in Ref. 42. Using the effective
Bloch equations and a finite-difference method in the
space and time domains makes the computation involved
readily manageable. In our simulation on a single SGI
Octane processor, it takes less than 1 h for a 1-ns simu-
lation. Our simulation code scales quite well with mul-
tiple processors. For example, 1-ns simulation takes less
than 16 min with four processors of the same machine.
Our modeling and simulation are versatile enough to deal
with any engineered gain and index confinements or any
shapes of current contacts. We believe that such a simu-
lation code could provide a unique tool for comparing
theory and simulation with experimental measurements
and for designing VCSEL beam profiles for various appli-
cations.

To summarize our simulation results, we investigated
how the time-resolved and time-averaged field patterns
change with increasing pumping current. The two domi-
nant dynamic phenomena that we observed are the
rotating-wave patterns and the dynamic competition that
often lead to intensity oscillations of different patterns.
We see often that the competition between modes of the
same order leads to rotating waves, whereas the competi-
tion between modes of different orders leads to fast inten-
sity oscillations of the participating modes. We point out
that the measured near-field patterns depend on the
speed of the particular imaging system. We have also
studied the effects of index confinement on the near-field
patterns. We found that, in general, index-guided
VCSEL'’s involve more transverse modes than do purely
gain-guided devices.

To conclude, we make one final remark: Often the
modes of the Helmholtz equation with ideal boundary
conditions are used to interpret experimental results or to
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study the transverse modes of VCSEL'’s. There are two
possible sources of error here. The first one arises from
the fact that VCSEL structures usually do not have a
simple, well-defined, ideal boundary in the transverse
section. This could be due to the carrier-diffusion-
induced ramp region or oxidation profile. The second
source is the unavoidable time-averaging that is due to
the slower detection speed in space—time-domain mea-
surement. For example, in Figs. 13d and 14a, respec-
tively, patterns that look like a fundamental mode or ring
mode are observed. But we know that these patterns are
superpositions of several different modes at different mo-
ments and therefore should be different from the corre-
sponding pure modes of the Helmholtz equation.
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